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[bookmark: OLE_LINK1][bookmark: contexte-actuel-et-cas-dusage][bookmark: Xc3f91614e679fa991bb047fef41b99e987be278]Synthèse du projet
Notre studio souhaite mettre en place un pôle de sensibilisation et de formation en intelligence artificielle (IA) à destination des PME, des établissements de santé, des structures éducatives et du grand public. Cette initiative répond à un constat simple : l’IA est trop souvent adoptée dans l’urgence, par peur de manquer le coche (FOMO), sans considération pour ses impacts environnementaux, juridiques ou humains. 
Les solutions que nous proposons ne visent pas à brider l’adoption de ces technologies, car nous pensons que celle-ci arrivera quoi qu’il arrive. Nous voulons avoir un impact bénéfique sur la façon dont celles-ci sont adoptées, tout en proposant une plus-value conséquente aux différents acteurs cités précédemment. Nous voulons diffuser une culture de l’IA éthique et pragmatique.

Observations
Durant nos recherches, trois problèmes majeurs ont été constatés. Bien que nous en identifiions d’autres nous vous proposons pour ce papier de se concentrer sur ceux-ci en l’occurrence :
1. PME, des bilans écologiques désastreux
2. Sécurité : le mécanisme de contamination des données, l’impact sur les brevets, RGPD, secret médical…
3. Impact négatif sur la productivité : le paradoxe de « l’AI Slop »

Nous expliquerons d’abord ces phénomènes et leur impact avant de proposer nos solutions, que ce soit pour la création de notre propre studio ou l’installation dans des entreprises tierces. Pour illustrer ces trois observations et leurs impacts, nous les présenterons sous la forme d’une simulation d’un studio fictif, « Super Games ». 
L’ensemble des simulations et des chiffres que nous appliquerons dans les bilans de cette entreprise sont basés sur des données de recherches réelles et largement documentées, disponibles dans la bibliographie à la fin de ce document.

Contexte & simulation : « Super Games » 
Super Games est un studio français spécialisé dans le développement et l’édition de jeux vidéo en France, qui est en place depuis plus d’une dizaine d’années. Récemment, le sujet de l’essor de l’IA est revenu de plus en plus fréquemment lors des réunions. De plus, les investisseurs ont commencé à demander au studio d’intégrer ces nouvelles technologies en échange de la poursuite de leur soutien financier
Sous la contrainte des investisseurs, mais aussi par peur d’être dépassée par d’autres studios et d’être en retard sur ces technologies, la direction de Super Games finira par souscrire rapidement à l’offre d’une grande société d’IA américaine (Closed‑AI). Cette société propose la mise en place d’outils d’IA à l’ensemble de ses employés en moins de 24 h, en échange d’un paiement mensuel relatif à l’utilisation de ces outils par Super Games. Le studio français souscrit donc, les investisseurs sont rassurés et tous les employés ont accès au « modèle d’IA le plus intelligent au monde ».
Problème résolu pour tout le monde, il semble, donc. Pourtant, six mois plus tard, à la suite de leur premier gros bilan IA, la plupart des résultats sont décevants, voire inférieurs à ceux de six mois plus tôt.

Trois difficultés majeures apparaissent :
1. Un bilan écologique désastreux : L’impact écologique de l’entreprise est estimé à environ 10 fois supérieur à précédemment.
1. Une sécurité compromise : Alerte RGPD déclenchée, des secrets d’entreprise disponible librement chez leurs concurrents, et l’impossibilité de déposer des brevets sur certaines de leurs recherches.
1. Une productivité trompeuse : malgré les promesses de gain de temps, la productivité de l’entreprise a largement baissé, et la communication inter-pôles de l’entreprise semble obstrué laissant passer des informations essentielles.

Les sections suivantes détaillent ces problèmes plus en détail ainsi que leur cause. 
[bookmark: bilan-écologique-désastreux]1 – PME, des bilans écologiques désastreux

Pour comprendre l’impact énergétique décuplé du studio durant les six derniers mois, il est important de comprendre les deux mécanismes principaux quant à l’utilisation des outils d’intelligence artificielle :
1 - Le chemin des données
2 - Le calcul des données

[bookmark: Xad0b4e09225e602088ccfbafce583733a5afebf]1.1 Le chemin des données : une infrastructure mondiale énergivore
[bookmark: X5ecdf25470c64b41d6600bc9ed333f1ebeeeb91]Comme mentionné précédemment, Super Games a souscrit à une offre tout compris d’une grande entreprise américaine : Closed‑AI. Cela signifie que, peu importe les requêtes et les outils utilisés par l’entreprise, toutes les données devront systématiquement être envoyées vers les serveurs externes de Closed‑AI, dispersés à travers le monde, avant de pouvoir être traitées.
Closed‑AI a réalisé un investissement astronomique durant les cinq dernières années, permettant l’ouverture de data centers aux États‑Unis, en Europe, en Asie et au Moyen‑Orient. Les requêtes effectuées par les employés de Super Games en France transitent donc tous les jours vers des serveurs situés à des milliers de kilomètres. De plus, pour réduire les coûts et bénéficier de réglementations moins strictes, Closed‑AI implante désormais ses data centers dans des pays en développement, profitant d’investissements massifs et de subventions locales. Nous verrons d’ailleurs un peu plus tard (chapitre 1.5) comment les populations locales sont affectées par ces centres.
Mais nous pourrions penser que ce modèle de traitement distant n’est pas nouveau. Nous l’avons vu croître durant les vingt dernières années avec les services cloud traditionnels (stockage de fichiers, hébergement web, applications SaaS), et Super Games utilise déjà ce type de services en ligne depuis leur création avec, comme l’affirme leur analyste, un impact écologique modéré. Il paraît donc sans conséquence de changer leurs outils existants d’une entreprise américaine à une autre… Ce n’est pas le cas.

Et cela est dû à un changement majeur qui réside dans la façon dont sont traitées les données dans le contexte de l’IA générative,  et c’est précisément là que se situe le désastre écologique.
1.2 Le calcul des données : un bond énergétique sans précédent
Au cours des deux dernières décennies, grâce à l’amélioration des processeurs et à la virtualisation, la consommation électrique totale des centres de données est restée relativement stable malgré l’augmentation du trafic Internet : les serveurs exécutaient surtout des tâches classiques (gestion de bases de données, hébergement de sites web, traitement de textes et d’images et stockage de fichiers). Ce n'est plus le cas avec l'IA générative : l’entraînement et l’inférence de grands modèles mobilisent des milliers de GPU spécialisés et réalisent des milliards d’opérations parallèles, faisant exploser la demande énergétique et rompant cet équilibre.
Une seule requête ChatGPT consomme environ 10 fois plus d'énergie qu'une recherche Google classique. (polytechnique-insights+2 )
• Google Search : 0,0003 kWh par requête, émettant 0,2g de CO₂kanoppi 
• ChatGPT : 0,0029 kWh par requête (selon certaines estimations), émettant jusqu'à 68g de CO₂kanoppi 

Cette différence s'explique par la nature fondamentalement différente des deux opérations : Google récupère et classe des pages web existantes, tandis que ChatGPT génère de nouveaux contenus en mobilisant des milliards de paramètres à chaque requête.
À l'échelle de Super Games, avec ses centaines d'employés effectuant des dizaines de requêtes IA quotidiennes pour rédiger des rapports, analyser des données médicales ou générer des documents, la consommation énergétique annuelle liée à l'IA pourrait équivaloir à celle de plusieurs dizaines de foyers.kanoppi

1.3. Le problème critique du refroidissement à l'eau potable
[bookmark: impact-chiffré-pour-super-games]Les data centers ont toujours fait face à un problème de chauffe inévitable. Des milliers de puces, les unes collées aux autres dans de longs couloirs empilés entre elles, ont l’effet de milliers de radiateurs qui, s’ils ne sont pas refroidis, risquent tout simplement de casser. Si les CPU chauffaient déjà énormément, les GPU utilisés pour l’IA chauffent encore plus, générant une chaleur intense qui nécessite des systèmes de refroidissement sophistiqués.
L’eau est le moyen le plus efficace pour absorber et redistribuer cette chaleur, et les data centers utilisent principalement de l’eau potable municipale, car les autres sources d’eau (eaux usées, eau de surface) causent une accumulation microbienne et une corrosion qui peuvent perturber les systèmes de refroidissement sensibles. Les géants de la tech américaines construisent alors leurs centres où ils peuvent drainer de l’eau potable facilement, mais aussi où l’énergie est la moins chère, avec un climat permettant une évaporation facile de l’eau utilisée. Cet ensemble de spécifications amènera ces centres à être construits dans des zones arides où l’énergie solaire est abondante et donc extrêmement peu chère, et où le climat permet une bonne évaporation.
C’est ainsi pourquoi durant les 5 dernières années nous avons vu un déploiement massif de centre refroidi à l’eau potable dans des zones ou l’eau est particulièrement nécessaire et souvent trop peu rependu pour sa population. Les centres de données assèchent drastiquement des zones déjà trop sèches pour leurs habitants.

· En septembre 2025 OpenAI commence la construction d’un immense campus de centres de données de 1,2 gigawatt à Abilene, au Texas, malgré les tensions locales entre la consommation d’eau et la production d’énergie (2)
· En avril 2025, Amazon prévoit de construire trois centres de données en Aragon, une région confrontée à un stress hydrique sévère (3)
· L’Arizona est actuellement l’un des principaux pôles de développement de centres de données aux États-Unis, en particulier à phoenix ou une trentaine de centres de sont en construction malgré une forte détresse hydrique. (3)
· En Géorgie rurale, des résidents près de data centers de Meta rapportent des approvisionnements en eau contaminés ou épuisés. "Je ne peux pas boire l'eau", témoigne une habitante (4)​
· Arizona : Les data centers entrent en compétition directe avec l'agriculture pour des ressources en eau limitées, réduisant potentiellement les rendements agricoles (5)​

· Caroline du Sud : Des groupes de conservation ont critiqué le permis de Google pour prélever 1,5 million de gallons quotidiennement, arguant que cela privilégie la technologie aux dépens des besoins locaux (5)

· Canada (Ontario) : Le data center YTO 40 de Microsoft a été autorisé à utiliser 39,75 litres d'eau par seconde, soit 1,2 milliard de litres annuellement (équivalent à 500 piscines olympiques)

· Écosse : Les data centers alimentant l'IA utilisent déjà suffisamment d'eau potable pour remplir 27 millions de bouteilles d'un demi-litre par an, un volume qui a quadruplé depuis 2021 (6)





[image: A screenshot of a graph
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1.4 Impact chiffré pour Super Games
Faisons donc un chiffrage de l’utilisation de Super Games durant les six derniers mois. Pour ce calcul, nous devrons faire la distinction entre l’eau consommée et l’eau évaporée. L’eau, dans un centre de données, effectue un cycle constant entre ces deux composants principaux : GPU → radiateur. Mais l’entièreté de l’eau n’est pas perdue à chaque cycle : une partie repart pour une autre boucle avant d’être évaporée. Pour ce calcul évaporation/recyclage, nous nous baserons sur ces sources, qui suggèrent un taux de 70‑80% d’évaporation de l’eau applicable sur notre période de six mois.
En partant de ce principe ; qu’on considère le taux d’adoption de l’IA chez SG à 70 %, que le studio compte 100 employés, et que chacun réalise chaque jour : 20 requêtes IA standard dont 30% sont des demandes de génération d’images (concept art, datas graphiques...) et une requête agentique par jour... nous pouvons chiffrer l’empreinte hydrique réelle et évaporée de Super Games sur 6 mois :
Méthodologie et principes de calcul
· Consommation requête texte GPT-5 : 19,3 Wh (7)
· Consommation requête image IA : 0,8 Wh (9)
· Consommation requête agent reasoning (mode avancé) : 96,5 Wh (8)
· Water Usage Effectiveness (WUE) : 1,8 L/kWh (10)
· 220 jours ouvrés/an, 110 jours ouvrés/6 mois
Conversion eau :
· Prompt texte GPT-5 : 19,3 Wh × 1,8 L/kWh ≈ 34,74 ml (80 % évaporée, 20 % recyclée) (7)(10)
· Image IA : 0,8 Wh × 1,8 L/kWh ≈ 1,44 ml (80 % évaporée) (9)(10)
· Agent reasoning GPT-5 : 96,5 Wh × 1,8 L/kWh ≈ 173,7 ml (80 % évaporée) (8)(10)
Conversion carbone :
· Prompt texte : de 2/3g Jusqu’à 8/12 g CO₂ par requête (17)(18)
· Image IA : 1.9 à 5 g CO₂ par image générée (237, 238), dépend du modèle, qualité et de la taille du générateur. DALL-E2 = ≈2 g CO₂/image, Midjourney ≈1.9 g CO₂/image, Stable Diffusion ≈0.5–5 g CO₂ selon settings (21)(22)
· Agent reasoning GPT-5 : Jusqu’à 8 à 12 g CO₂ par requête longue, reasoning ou chain-of-thought (200), certains benchmarks et modèles GPT-5 agent estimant un facteur multiplicateur x3–4 vs prompt standard (19,20)
Consommation quotidienne (jours ouvrés, studio de 70 utilisateurs IA)
· 20 requêtes IA/jour/employé (14 texte, 6 images) :
· Requêtes texte simples : 980/jour → 34,05 L (27,24 L évaporée) (7)(13), 980 × 3 g = 2,94 kg CO₂ (17)(18)
· Requêtes images : 420/jour → 0,60 L (0,48 L évaporée) (9), 420 × 2 g = 0,84 kg CO₂ (21)(22)
· 1 requête agent reasoning/jour/employé : 70/jour → 12,16 L (9,73 L évaporée) (8), 70 × 10 g = 0,70 kg CO₂ (19)(20)
Total/jour :
· Eau utilisée : 46,81 L ; évaporée : 37,46 L (11)(13)
· Carbone : 4,48 kg CO₂/j (texte 2,94 + image 0,84 + agent 0,70)


Consommation totale 6 derniers mois
Eau totale utilisée : 5 149 L (11)(13)
· Eau totale utilisée : 5 149 L (11)(13)
· Eau évaporée (réellement perdue) : 4 119 L (11)(13)
· Eau en circuit fermé (recyclée) : 1 030 L (11)
· Carbone total : 4,48 kg × 110 = 493 kg CO₂ (texte : 323 kg / image : 92 kg / agent : 77 kg)


Estimation totale : première année (avec montée du taux d’adoption à 82%) 
· Eau totale utilisée : 12 063 L
· Eau évaporée (perdue) : 9 651 LEau recyclée (circuit fermé) : 2 413 L
· Carbone total : 1 155 kg CO₂
· dont requêtes texte : 758 k, 
· dont image IA : 216 k
· dont agent reasoning : 180 kg











[bookmark: X1ad9c1fa5d96719f44ae00845b8b11b6dceb244]2 – Sécurité : le mécanisme de contamination des données, l’impact sur les brevets, RGPD, secret médical…

Un an après l’intégration de l’IA dans leurs travaux, Super Games fait face à une crise révélant une fuite de ses secrets de développement : diverses entreprises de jeux vidéo basées partout dans le monde ont développé des outils presque intégralement similaires aux siens, malgré le fait que ceux‑ci n’aient même pas encore été dévoilés au public. Les codes sont similaires, les technologies, les pitchs marketing… Il n’y a aucun doute possible sur une fuite de leur part, malgré le fait que celle‑ci peine à être identifiée, et cette situation met en péril les demandes de brevets des outils développés par le studio durant cette dernière année.
Pour en rajouter à leurs problèmes, deux mois plus tard, Super Games reçoit une notification de la CNIL : une vérification de routine révèle que des données personnelles de joueurs (pseudonymes, âges, historiques de jeu) et des informations sensibles sur des employés (adresses, numéros, informations de santé) ont été transférées aux États‑Unis sans garanties suffisantes. Les différents services ont, sans le vouloir, alimenté l’IA avec :
· des pseudonymes, âges et historiques de partie issus de retours joueurs ;
· la liste des 50 plus gros partenaires, influenceurs ou distributeurs et les conditions commerciales négociées ;
· des évaluations internes et des notes de performance.

Mais qu’est‑ce qui s’est passé ? Ces deux fuites trouvent leur origine dans le fonctionnement principal de l’IA quant à son entraînement et à son développement, dont nous allons voir le fonctionnement.

[bookmark: pourquoi-ces-fuites-se-produisentelles]2.1 Entrainement des modèles de langages
Pour développer son intelligence, un modèle d’IA a besoin d’une quantité immense de données d’entraînement. Celles‑ci peuvent être du texte, des images, des sons, des données, des graphiques, etc. Et pour trouver ces sources d’entraînement, il existe deux solutions principales :
1. Le contenu public du Web, collecté via des robots (crawlers) parcourant des milliards de pages.
1. Les données des utilisateurs, c’est‑à‑dire les requêtes et les réponses envoyées lors des interactions. Les conditions d’utilisation des fournisseurs indiquent que ces contenus peuvent être utilisés pour améliorer les modèles. À moins de souscrire à une offre d’entreprise spécifique, les conversations ne sont pas confidentielles.

C’est ce deuxième point qui pose un problème. Les données confidentielles de Super Games ont été utilisées comme données d’entrainements pour les modèles de Closed-AI. Et la fuite de celle-ci s’est illustré sous la forme de que nous appelons le mécanisme de contamination de l’IA.

[bookmark: X6c141f3676ab5928e763f7aaf6618dc0722da56]2.2 Mécanisme de contamination : un exemple concret
Le mécanisme de contamination est une forme de fuite aussi nouvelle que vicieuse.  En effet les données en elle-même ne fuite pas sous forme brute, mais sont proposées à d’autres utilisateurs sous forme d’idées neuves par leurs outils. 
L’IA s’étant entraînée sur les données de Super Games, elle a appris des solutions trouvées par ses ingénieurs, imaginons « l’optimisation du rendu graphique de la pluie ». Lorsque les ingénieurs d’un autre studio, six mois plus tard, demanderont à l’IA de l’aide pour optimiser leur système de pluie, celle‑ci suggérera les innovations apprises de Super Games sous forme d’idées neuves que cet autre studio pourra s’approprier. Ainsi s’explique l’apparition d’un système de pluie semblable dans divers studios dans le monde quelques mois après le développement de celui‑ci chez SG.
Le mécanisme est illustré ci‑dessous :
1. Injection d’un secret : un ingénieur de Super Games saisit : « Optimise cet algorithme de rendu d’ombres dans notre moteur de jeu : [code + paramètres propriétaires] ».
1. Entraînement du modèle : Closed‑AI conserve cette requête et l’intègre à son jeu d’entraînement. Les paramètres et la formule deviennent partie intégrante de la base de connaissances du modèle.
1. Requête d’un tiers : quelques mois plus tard, un concurrent demande : « Comment optimiser mon algorithme de rendu d’ombre dans mon moteur de jeu ? »
1. Fuite : le modèle, ayant appris des requêtes de Super Games, génère une réponse qui ressemble étrangement à l’algorithme propriétaire.
1. Perte de l’innovation : le concurrent obtient gratuitement une innovation confidentielle, sans savoir qu’elle appartient à Super Games. La protection juridique (brevets, secret industriel) est compromise.
Ce phénomène peut également conduire à des violations du RGPD ou du secret médical si des données personnelles sont reproduites. 
Cette faille de sécurité peut être considérée comme un vol « involontaire ». L’utilisateur ne peut pas savoir que la suggestion de l’IA repose sur les données d’un autre studio. Mais, outre le vol « involontaire » par contamination, les modèles d’IA peuvent être délibérément exploités pour extraire des fragments bruts de leur base d’entraînement, mettant en péril la confidentialité des données. Des équipes de Google DeepMind, Cornell et de l’Université de Washington ont en effet mis au point des attaques capables de faire apparaître, dans les réponses d’un grand modèle, des noms, des extraits de code, des passages entiers de documents et des formules techniques jusque‑là jugés protégés. En laboratoire, ces chercheurs ont démontré qu’un adversaire, en posant des requêtes soigneusement construites (« divergence attacks »), pouvait extraire plusieurs mégaoctets, voire des gigaoctets, de données d’entraînement verbatim.
Selon leurs travaux, entre 0,1% et 1% des sorties d’un grand modèle peuvent contenir des données mémorisées, et ce taux croît avec la taille du modèle : plus le modèle est vaste, plus il risque de stocker et de régurgiter ces informations sensibles. Les données les plus fréquemment répétées dans l’entraînement (algorithmes internes, processus, chiffres de vente) sont particulièrement vulnérables, tout comme les informations personnelles (numéros de téléphone, adresses e-mail) et le texte littéraire ou scientifique complet.



[bookmark: lampleur-du-problème-chiffres-clés]2.3 L’ampleur du problème : chiffres clés
Les études publiées récemment montrent que les fuites de données ne sont pas des cas isolés [footnoteRef:1] : [1:  Les enquêtes de Cyberhaven, eSecurityPlanet et Lasso Security indiquent qu’environ 18 % des employés collent des données dans des IA génératives, dont plus de la moitié sont des informations professionnelles ; 4,7 % des employés ont déjà partagé des données sensibles ; 11 % des contenus collés sont confidentiels ; 8,5 % à 13 % des requêtes contiennent des données propriétaires, et les incidents ont augmenté de 60 % en quelques mois.] 

· 18 % des employés copient des données dans des outils d’IA générative ; plus de la moitié de ces actions concernent des informations d’entreprise.

· 4,7 % des employés interrogés ont déjà collé des données sensibles dans ChatGPT.

· 11 % des données collées dans ChatGPT sont confidentielles.

· Selon Lasso et Harmonic Security, 8,5 % à 13 % des requêtes contiennent des données propriétaires (listes de clients, plans produits, clés API).

· Dans les entreprises, 45 % des utilisateurs interagissent régulièrement avec des IA génératives et 77 % des accès se font vers ChatGPT.

· Les incidents liés au collage de données ont augmenté de 60 % entre février et avril 2023.
· 
Ces statistiques soulignent l’importance d’instaurer des règles claires sur l’utilisation des IA, de former les collaborateurs et de privilégier des solutions internes maîtrisées.







[bookmark: Xb86572b1b3e9413984fa694ac63dabede8109ab]3 – Impact négatif sur la productivité : le phénomène AI slop
Présentons un autre cas bien connu qui vous parlera surement si vous travaillez en entreprise. Vous venez de recevoir un mail de votre manager qui ressemble à ça :
--------------------------------------------------------------------------------------------------
De : michel.dupont@supergames.com
Objet : Transition IA - à l’attention de toute les équipes
Bonjour à toutes et à tous,
Comme vous le savez peut-être, le conseil d’administration a validé le 
déploiement d’outils d’intelligence artificielle à l’échelle de l’entreprise.
À partir d’aujourd’hui, vous avez donc accès aux outils suivants sur vos 
terminaux :
· ClosedGPT Pro : pour la gestion de vos rapports, e-mails, analyses 
de données et présentations.
· CodeurGPT : pour la rédaction de code et l’analyse de répertoires.
· ImageGPT : pour la création de concepts arts et de visuels.
Cet investissement s’inscrit dans notre volonté d’améliorer la productivité 
et la qualité de nos productions, l’utilisation de ces outils devient donc 
obligatoire et sera prise en compte par les managers lors des
prochaines évaluations de performance. Nous demandons à chaque
équipe d’atteindre un taux d’utilisation de 75% au minimum de ces outils.

Merci à tous ! 
Michel Dupont, Directeur chez Super Games.
-------------------------------------------------------------------------------------------------------
Ce mail mentionne donc l’adoption de l’IA par l’entreprise et l’obligation d’utilisation de celle‑ci par ses employés. En effet, ce type de pratique s’impose de plus en plus, et plus que jamais cette année. Nous allons énoncer les différents problèmes de ce type de message et démontrer pourquoi, paradoxalement, ce type de pratique contribue à ralentir la productivité des entreprises, en impactant les résultats bruts, la communication et le bien‑être des employés.
Mais d’abord il est important de montrer que bien que ce mail mail-ci soit fictif, il est ancré sur une situation bien réelle.

3.1 FOMO
Vous avez peut-être déjà entendu le terme « FOMO », en entier : “Fear Of Missing Out”.
Le FOMO, c’est un biais psychologique et un phénomène social qui crée un sentiment d’angoisse ou de peur à l’idée de rater quelque chose. Ce quelque chose peut être une soirée entre amis où vous ne voulez pas rater les prochaines inside jokes, un actif financier que vous achetez car beaucoup en parlent en ce moment et vous vous dites qu’il doit bien y avoir une raison (bien que vous ne la connaissiez pas)… ou, dans notre cas, la peur de rater une innovation majeure montante et d’être dépassé.
Ce sentiment, qui pousse à agir impulsivement, est tout aussi applicable à un adolescent subissant la pression sociale qu’à une boîte de la tech, qui plus est victime d’un domaine où chaque jour représente un temps déjà énorme. Et c’est plus pertinent que jamais dans le domaine de l’intelligence artificielle :
ChatGPT est sorti fin 2022 et son adoption a été fulgurante : un million d’utilisateurs en cinq jours, des dizaines de millions en quelques semaines, puis plus de cent millions d’actifs mensuels dès le début de 2023. Deux ans plus tard, les modèles sont passés de « simples » interfaces de chat à des systèmes multimodaux capables de voir, d’écouter, de parler, de coder et d’agir. Les fenêtres de contexte ont été multipliées, la latence s’est effondrée et le coût unitaire de l’inférence a chuté, ce qui rend les itérations publiques plus fréquentes.
Résultat : chaque trimestre ressemble à une année technologique et une « vitesse de fuite » cognitive s’installe. Même des équipes spécialisées peinent à distinguer les vraies ruptures des micro‑versions, tandis que les benchmarks se succèdent sans toujours refléter la valeur en usage réel. Cette montée éclair a fait entrer l’IA générative dans l’imaginaire collectif et a ancré une idée lourde de conséquences : attendre, c’est déjà être en retard.
Et les entreprises l’ont bien compris. C’est pourquoi certaines — la majorité — préfèrent intégrer ces outils d’abord et, éventuellement, prendre le temps de comprendre ou de se former ensuite.

3.2 De la direction aux employés
C’est à cause de ce phénomène de FOMO que, durant cette dernière année, de nombreuses entreprises ont imposé à leurs équipes l’utilisation de l’IA sans fournir de formation préalable. De plus, pour imposer une pression et une obligation supplémentaires, beaucoup ont ajouté aux évaluations de performance des employés un segment spécial sur le taux d’adoption de l’IA par ceux‑ci. Voici une synthèse documentée des cas récents les plus emblématiques :
MICROSOFT : Intégration de l’IA dans les évaluations de performance (2025)

En juin 2025, Microsoft a franchi un cap en rendant l'utilisation de l'IA obligatoire pour ses employés. Julia Liuson, présidente de la division Developer Tools de Microsoft, a envoyé un mémo interne aux managers stipulant que l'utilisation d'outils IA internes comme GitHub Copilot devait désormais être prise en compte dans les évaluations de performance :
" […] L’IA fait désormais partie intégrante de notre manière de travailler. L’utilisation de l’IA n’est plus facultative : c’est central pour chaque poste et chaque niveau. Les managers doivent en tenir compte dans l’évaluation de la performance. […] "
(Issu du message de Julia Liuson à la division Developer Tools. Aucune formation ou précision supplémentaire sur la façon d’utiliser ces outils n’a été donnée).

META : Tableaux de « jeux » et obligations

En 2025 Meta a déployé des tableaux de bord pour suivre l'utilisation de l'IA par équipe et a créé un système gamifié appelé "Level Up" pour encourager (ou forcer) l'adoption de celle-ci. Ce système a mis en place suite à cette annonce faîte aux employés :
« Nous avons mis en place des tableaux qui traquent individuellement l’usage de l’IA, et ou les usages les plus élevés sont mis en avant. Les équipes seront récompensées pour une adoption rapide, et notre objectif est de 75% de taux d’adoption dans celle-ci. […]
Les managers ont la mission de soutenir chaque membre de leur équipe dans l’expérimentation des outils GenAI ce trimestre. Des rapports réguliers seront exigés.
D’ici la fin de l’année prochaine, l’IA devrait être capable d’accomplir les tâches principales au niveau d’un ingénieur intermédiaire, avec la majorité des travaux de R&D gérés par nos agents GenAI. […] »

Ce message envoyé par la direction de Meta est encore plus explicite. Il y est indiqué que les employés seront suivis individuellement et récompensé sur leur quantité d’utilisation de l’IA, mais il jamais précisé que la qualité et les résultats de celles-ci seront prise en compte dans cette course.

COINBASE : Menace de réunion disciplinaire pour non-adoption (2025)

En 2025, Brian Armstrong, PDG de Coinbase, a imposé un usage obligatoire des outils d’IA internes comme GitHub Copilot et Cursor. Les employés ont reçu une consigne interne très directe.
« […] Vous devez tous au moins créer un compte pour les outils IA cette semaine. Sinon, vous serez convoqués pour exposer vos raisons. L’IA est essentielle, il n’y a pas d’exception. […]"
Peu après cette directive, durant une discussion avec John Collison sur la chaîne youtube de Stripe, le PDG révèle avoir bien licencié des employés ayant refusé l’adoption de l’IA dans leur travail personnel. Armstrong déclarera également, et paradoxalement :
« […] Bien que les outils d'IA soient puissants, leur adoption a nécessité des menaces, et une incertitude subsiste quant à la gestion de grandes bases de code générées par l'IA. La relecture humaine du code demeure essentielle. […] »

3.3 Le phénomène « AI Slop » ou « Workslop »
Et donc c’est quoi l’AI Slop ? C'est le résultat direct de l'adoption forcée et mal encadrée décrite plus haut. Les employés feront ce qui est demandé : intégrer l’IA le plus possible. Et peu à peu donc les mails, présentations, rapports, application de messagerie teams ou slack… se retrouveront inondé de contenu généré par IA.
Le processus est simple et pervers. Un employé reçoit la consigne, explicite ou implicite, d'utiliser l'IA pour « gagner en productivité ». Mais il n'a pas été formé à écrire de bons prompts, à évaluer la pertinence d'une sortie, ou à identifier quand l'outil hallucine. 
Les collaborateurs s’échangent alors des dizaines de courriels boursouflés, de comptes-rendus interminables, de propositions creuses. Le temps gagné en génération est perdu en déchiffrage. La charge mentale augmente, la concentration baisse, et l'irritation monte.

Au fil des semaines, l’effet domino se fait sentir et de nouveaux problèmes arrivent :
Dévaluation du travail de qualité : Quand produire beaucoup devient plus valorisé que produire juste, les employés qui prennent le temps de réfléchir, de structurer et d’écrire avec soin sont pénalisés. Ils paraissent « lents », « peu productifs », alors qu’ils sont peut‑être les seuls à produire un contenu actionnable.
Érosion de la confiance : Le slop érode la confiance dans les documents internes. On ne sait plus si ce rapport a été pensé ou juste généré. On commence à douter de tout, à redemander des clarifications, à multiplier les validations. La bureaucratie enfle ; l’agilité promise par l’IA s’inverse en lourdeur.
Perte de compétences : Les employés qui génèrent du contenu sans le retravailler perdent progressivement leur capacité à formuler des idées claires, à structurer un argument et à adapter leur ton à leur audience. Le muscle de la pensée critique s’atrophie. L’IA devient une béquille, puis une prothèse, puis un substitut.
Nous assisterons rapidement à des scénarios qui infligeront des semaines de retards à l’entreprise, notamment de communication :


3.4 Communication compromise : des robots qui parlent avec des robots.
Aujourd’hui, Emma du pôle développement s’est disputée avec un manager. Elle affirme avoir travaillé dans le vide depuis les deux dernières semaines, car on ne l’avait pas prévenue du retrait d’une fonctionnalité sur laquelle elle a donc quand même travaillé. Pourtant, le management affirme avoir communiqué avec l’ensemble des équipes sur ce retrait.
Les deux ont raison. Le management a bien communiqué, mais Emma n’a pas reçu la bonne information. Alors que s’est-il passé ? Ils ont vécu un phénomène typique de l’AI Slop. Ne savant pas où intégrer leurs taux obligatoires d’IA, les différents employés ont dû trouver des endroits où placer celle-ci et notamment dans la communication. 
Ceux qui écrivent des messages les font générer par IA ceux qui la reçoivent la font résumer par cette même IA avant de la renvoyer à leur tour à quelqu’un qui la résumera aussi avec son IA. Ainsi l’information s’est passée de robot en robot, qui ont enlevé peu à peu les informations qui ne lui paraissait pas pertinente et ainsi de suite.
2 semaines de travail ont ainsi été perdu, et ce problème se répétera dans les jours qui suivent avec d’autres équipes. Bien loin des promesses d’une productivité largement accru et d’un travail plus facile, de bonne qualité. 
 
4 – Conclusion, nos valeurs.
Bien que l’IA soit présentée comme un outil miracle, nous avons vu que son déploiement sans méthodologie peut diminuer la productivité, saturer cognitivement les équipes, faire exploser l’impact environnemental et compromettre la sécurité de la structure. 
L’objectif de nos démonstrations n’est pas de prôner une interdiction de l’IA. Au contraire, nous pensons que cette technologie mérite largement d’être intégrée à la plupart des organisations. Bien exploitée, elle peut permettre d’accélérer la recherche médicale, de libérer les salariés des tâches monotones pour se concentrer sur l’essentiel et de fournir de superbes outils éducatifs aux structures pédagogiques. 
C’est pour cela que nous voulons monter notre propre structure. Nous voulons sensibiliser, former et fournir à ces différents environnements des solutions adaptées qui répondent réellement à leurs besoins, qui sont fiables, responsables et sécurisées. Dans le prochain chapitre, nous détaillerons des solutions sur lesquelles nous travaillons pour répondre à toutes ces problématiques.










5 – Des solutions

5.1 Les SLM vs les LLM - Modèles spécialisés
La première technologie que nous proposons quant à une installation personnalisée et optimisée de l’IA est le SLM (pour Small Language Model). Pour comprendre son fonctionnement nous allons d’abord devoir comprendre celui de son grand frère le LLM.
[bookmark: _Int_GT2Sxkpz]Peux être n’avez vous jamais entendu ce terme, mais vous l’utilisez surement tous les jours. ChatGPT, Claude, Mistral, Gemini.. Sont des LLM. Des intelligences artificielles dont le but est de comprendre, prédire et générer du texte en se basant sur des modèles de statistiques du langage humain. Son principe fondamental repose sur la prédiction du mot suivant, appuyé par une quantité de données et de paramètres immenses.
Ces fameux “paramètres” vont être important pour la suite de notre explication. Ceux-ci définissent la taille d’un modèle et sont dans la majorité des cas soit des “poids”, ou bien des “biais” (Ces deux types de paramètres agissent sur la façon dont les neurones du modèle interagissent, mais nous n’irons pour l’instant pas plus profondément dans cette explication).
Pour situer un ordre de grandeur, voici les nombres de paramètres estimés des modèles d’IA les plus utilisés :

	Chat GPT 5
	Entre 1 et 2 trillions de paramètres

	Gemini 2.5 Pro (Google)
	2.5 trillions de paramètres estimés

	Deepseek R2
	1.5 Trillions de paramètres 

	Llama 3.1 Behemoth (Meta)
	2 trillions de paramètres



Ces chiffres sont immenses, et un tel nombre de paramètres demande une puissance absurde pour pouvoir les parcourir afin générer un texte en seulement quelques secondes. Pourtant, vous n’en avez pas besoin. Et même personne n’a besoin d'autant de paramètres. En réalité la taille de modèle que nous recommanderions aux différentes structures (y compris la nôtre) irait plutôt de 10 milliards de paramètres pour les plus grands et jusqu’à 100 millions pour les plus petits (soit 500 000 fois plus petit !).
Si personne n’a besoin d’autant de paramètre pourquoi les grands acteurs de l’IA dépensent autant de la conception et la gestion d’aussi gros modèles ? Et bien parce que tout le monde les utilise, et qu’ils doivent convenir à tout le monde. Un modèle comme ChatGPT est aussi bien utilisé par des avocats, des musiciens, des graphistes, des agriculteurs, des mécaniciens... et doit donc avoir les connaissances nécessaires pour répondre à tous ces types d’utilisateurs.
Partons donc du principe que nous sommes un laboratoire de conception d’outils de santé, comme des prothèses ou des appareils auditifs. Il n’y a quasiment aucune chance pour que, durant leurs travaux, ceux‑ci demandent comment composer un concerto pour piano dans le style de Bach ou comment apprendre à faire des graffitis. Nous pouvons donc commencer à réduire certaines connaissances du modèle et remplacer cet espace libre par des connaissances accrues dans le domaine de l’utilisateur, entraînées sur leurs propres données. Ainsi, pour un hôpital par exemple, nous pourrions entraîner ce modèle spécialisé sur des radios, des échographies, des données de santé des patients afin de mieux diagnostiquer les prochains. Mais, comme nous l’avons vu dans les chapitres précédents, traiter ce genre de données peut impliquer des problèmes de sécurité et violer le RGPD ou le secret médical. Il faut donc une solution à cette faille.


5.2 Modèle locaux : introduction
Voici la deuxième solution principale que nous proposons et appliquons pour nous-même. 
Quand vous utilisez un modèle comme Gemini, de chez Google, des millions d’utilisateurs requièrent l’utilisation des mêmes machines simultanément, nécessitant donc une capacité de traitement et de refroidissement incroyable. Ces machines, comme nous l’avons vu, sont situées à différents endroits du monde, le plus souvent dans des zones arides exploitant l’eau potable locale, et utilisent les données utilisateurs pour l’entraînement de ces modèles.
Le modèle local résout tous ces problèmes. Un serveur unique et installé dans les locaux de la structure nécessitant l’appui d’une IA (école, hopîtal, cabinets d’avocats...), et relié aux différents terminaux des employés. 
Ce système permet :
· Vitesse : Un chemin beaucoup court des données, et donc plus rapide. Transitant d’étages en étages au lieu de multiples régions du monde. 
· Sécurité : Un contrôle absolu du chemin des données, celles-ci ne quittant jamais le bâtiment en question et étant stocké dans celle-ci. Résolvant ainsi les problèmes de confidentialités et de sécurité tout en gardant un système d’entraînement dynamique permettant au modèle de s'améliorer dans le temps. 
· Écologie : La ou les machines installées, étant utilisés par des dizaines ou centaines de personnes au lieu de millions, permettent un système énergétique et un refroidissement beaucoup plus sein. Elles peuvent être alimentés avec beaucoup moins d’électricité, pouvant même être solaire, et refroidi avec des systèmes à air ou eau non potable dans une boucle recyclable sur plusieurs années (l’équivalent d’une bouteille d’eau non potable pour refroidir un modèle pendant 5ans, consommation proche de zéro).

Ce fonctionnement apporte donc de nombreuses améliorations pour chaque structure, et il y en a d’autres. Mais comment fonctionnent ces modèles locaux ? Comment, techniquement et économiquement peuvent‑ils rivaliser avec, et dépasser, les plus grands modèles américains ? Nous allons voir deux technologies permettant cet exploit :

5.3 Modèle locaux : Open-Source
L’open source désigne des logiciels dont le code source est librement accessible, modifiable et redistribuable par tous, favorisant la collaboration et l’amélioration continue. Ce modèle s’oppose aux logiciels propriétaires, comme ceux de Google, Meta, OpenAI, et encourage le partage, la transparence et l’innovation dans la communauté informatique. 
Dans notre contexte, nous pouvons récupérer des modèles d’intelligence artificielle dans leur forme la plus simple pour ensuite les spécialiser et les entraîner sur une situation précise. Ces modèles, étant construits au cas par cas, se révèlent donc plus efficaces que des solutions devant répondre aux besoins de tous. Ceux‑ci étant ouverts, il est simple, via un service informatique interne ou externe, de créer sa propre solution technique. Vous êtes une entreprise de vente de vélos ? Créez votre vélo‑GPT spécialisé en marketing et en gestion des stocks de vélos. Vous êtes une entreprise de cuisine à échelle industrielle ? Créez votre food‑service GPT capable d’optimiser le goût et les frais de chacune de vos recettes Peut être vous êtes un établissement scolaire et vous voulez fournir une IA à vos élèves qui les aident à apprendre sans jamais ne donner de réponse directe mais pousse au bon raisonnement ? Tout cela est possible avec la configuration d’un système open source.
Libérés des contraintes techniques et légales des entreprises américaines, nous sommes également libérés de leurs contraintes financières. Tous les modèles célèbres cités précédemment, dans leur forme professionnelle, sont bloqués derrière des abonnements mensuels qui peuvent vite devenir très onéreux pour de grandes entreprises, ce qui exige une gestion comptable constante. Voici une estimation des coûts basée sur une entreprise de 200 personnes et les modèles les plus utilisés aujourd’hui :

[image: ]
Comme nous pouvons le voir, il peut être compliqué d’avoir un retour sur investissement efficace. Les plus petits modèles sont moins chers mais aussi beaucoup moins capables, tandis que les plus performants ont des prix qui explosent rapidement. Voici le prix mensuel qu’une entreprise paierait pour l’utilisation de son modèle local : 0 €. 
En effet, une fois un modèle local et open-source installé, celui‑ci appartient pleinement à la structure ou à l’utilisateur en question. Les seuls frais existants prennent la forme de virements ponctuels au moment de l’installation de ce type de technologies, ainsi que de l’entretien ou des modifications possibles si nécessaire. Ainsi, la gestion comptable pour une entreprise est beaucoup plus simple, ne nécessitant pas de prévisions ni de budget récurrent

5.4 Modèle locaux : RAG
Le RAG, en entier Retrieval Augmented Generation est la seconde technologie que nous intégrerons aux modèles locaux et qui permettra des générations beaucoup plus pertinentes pour l’utilisateur avec pourtant infiniment moins de paramètres. 
Le RAG, c’est une méthode qui permet à un modèle d’IA d’aller chercher, en temps réel, les ressources nécessaires à la génération d’une réponse dans une base documentaire interne avant de répondre. Concrètement, le modèle interroge d’abord vos documents (notes, politiques, tickets, bases produit, diagnostiques patients...) via une recherche sémantique, récupère les passages pertinents, puis génère une réponse ancrée sur ces sources, avec traçabilité et mises à jour instantanées lorsque le contenu change.

[image: ]

Le modèle étant entraîné sur des données qui vous appartiennent a donc un avantage considérable face aux géants américains. Il répond à vos cas d’usage réels, avec votre vocabulaire, vos contraintes, vos procédures, et s’aligne sur vos objectifs plutôt que sur des moyennes globales, la ou un modèle plus global devra dépenser infiniment plus d’énergie pour des réponses moins précises et moins qualitatives.

Cas concret
Un cabinet médical avec plusieurs centaines de dossiers patient accumule une mémoire précieuse : cas résolus, symptômes, diagnostics, traitements efficaces, complications évitées... Aujourd'hui, cette connaissance reste fragmentée, stockée en PDF, texte, images radios... ou dans des systèmes non interconnectés. Un médecin faisant face à un diagnostic plus compliqué que d’habitude pourrait vouloir s’appuyer des observations et diagnostic réalisés sur des années de patients.
 Avec un RAG entraîné sur tous les dossiers médicaux anonymisés et sécurisés en local, le médecin demande : « Ais-je déjà posé un diagnostic chez un patient présentant cette combinaison de symptômes ? Quelles étaient les causes ? Comment ont-ils évolué ? » Le RAG interroge instantanément l'historique, remonte les 15 cas similaires des trois dernières années, avec dates, traitements appliqués et résultats. Le médecin voit émerger des patterns : 8 cas sur 15 relevaient d'une carence en vitamine D, 4 d'une hypothyroïdie, 3 d'une condition rare. Armé de ce contexte, sa réflexion diagnostic s'affine, ses hypothèses gagnent en pertinence.
Avantages décisifs : aucune donnée sensible (nom, prénom, numéro de sécurité sociale) ne quitte la clinique — tout reste chiffré et local. Les diagnostics s'enrichissent de précédents réels. Chaque nouveau cas ajouté au RAG renforce l'outil pour les diagnostics futurs. Enfin, l'outil respecte strictement le RGPD puisque les patients ont déjà consenti à l'utilisation pédagogique de leurs dossiers anonymisés au sein de la clinique. Pas d'exposition à des serveurs américains, pas de crainte de réidentification via les serveurs d'une big tech.


Couplé à un système open source, une architecture RAG et un système local, nous avons démontré qu’il est aujourd’hui parfaitement possible de déployer des solutions largement plus intéressantes pour l’ensemble de nos structures. Cependant il reste un point essentiel au bon fonctionnement de ce système : 

5.5 Sensibilisation et formation
Même si la plupart des enjeux techniques, éthiques et écologiques trouvent aujourd’hui des solutions, la condition décisive d’un déploiement réellement éthique et pragmatique de l’IA demeure l’humain. Rien ne remplace une formation et une sensibilisation claire et critique à ces outils et leurs impacts, afin d’en garantir une appropriation saine et durable par les différentes structures professionnelles ou étudiantes. 
C’est pourquoi, au‑delà de notre studio de recherche et de l’intégration de solutions techniques sur mesure, nous proposons un accompagnement des dirigeants et des équipes pour intégrer ces innovations et en retirer de véritables bénéfices écologiques, financiers et humains. Nous souhaitons partager notre expertise et nos valeurs afin d’avoir un impact positif sur l’évolution de ces technologies, maintenant et pour le futur à venir.
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